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This issue of the ACSPRI Newsletter/SSDA News
was edited by Sophie Holloway.

ACSPRI WWW Pages
{http://ssda.anu.edu.au/ACSPRI)

The ACSPRI WWW pages provide more
accessible, comprehensive, and timely information
about ACSPRI services and activities. Web
browsers may access the following ACSPRI pages
at

{http://ssda.anu.edu.au/acspri):

. Introduction

. Services

. Membership

. Members

. ACSPR! Programs in Social Research

Methods
. Newsletter
. Updates
. Contact Information

The online Newsletter is accessible at least a week
before the printed version is posted. An
“amendment to address details” form is included
with the on-line Newsletter for those readers who
wish not to receive the printed Newsletier,
preferring instead to receive a reminder when the
latest on-line version is available.

ACSPRI Membership News

Since the Margh issue of the Newsletter, ACSPRI
has been pleased to welcome James Cook
University back into the Consortium. The
University has announced that Stephen Crook,
Professor of Sociology in the School of
Anthropology, Archaeology and Sociology, Faculty
of Arts, Education and Social Sciences, is to be its
new Representative. Stephen may be contacted by
telephone on 07 4781 6250, or by email on
stephen.crook@jcu.edu.au.

A current, complete list of ACSPRI's academic and
government members, with contact details for their
Representatives, may be found on the ACSPRI web
pages :
(http:/issda.anu.edu.au/acspriimembers.html).

From 1 July 2000, the Joining Fee for new (or
rejoining) members of ACSPRI is $550 (GST
inclusive), and the annual subscription is $1067
(GST inclusive).

2001 ACSPRI Summer Program
(http://ssda.anu.edu.au/acspri/
courses/summer)

The Australian National University
29 January - 9 February 2001

The 17th ACSPRI Summer Program in Social
Research Methods and Research Technology
{SP2001) will be co-hosted with the Research School
of Social Sciences and the Faculities at the Australian
National University from 29 January through 9
February 2001.

ACSPRP’s 2001 Summer Program will offer the
following courses/workshops (with new ones in bold):

Block 1 (introductory level

3-Day Special Workshop: improving Survey Quality
introduction to Statistics

Data Analysis in SPSS

Data Analysis in SAS

Qualitative Techniques for Program Evaluation
Qualitative Research Techniques

Block 2 (intermediate level)
3-Day Special Workshop: Confidence Interval

Estimation and Power Analysis
Fundamentals of Multiple Regression
Principal Components and Factor Analysis
Applied Regression Analysis
Social Network Analysis
Risk and Decision Making

Block 3 (advanced level)

introduction to Structural Equation Modelling (using
AMOS)

Infroduction to Structural Equation Modelling (using
LISREL)

Applied Structural Equation Modelling

Analysis of Categorical Data (Log-linear Models)

Multilevel Analysis with MLwiN and LISREL

Data Mining and Neural Network Analysis

Event History Analysis

Comprehensive information about the 17th Summer
Program, including course descriptions, fees, and
application procedures, is provided in the 2001
Summer Program Course Booklet, available on the
SSDA/ACSPRI webpages: (http://ssda.anu.edu.au/
acspri/courses/summer), or from:

ACSPRI-SP2001

Social Science Data Archives
Research School of Social Sciences
Institute of Advanced Studies

The Australian National University
Canberra ACT 0200

Tel: 02 6249 4400; Fax: 02 6249 4722, Email:
ssda@anu.edu.au.

Data Mining and Neural Network
Analysis

Ken Rowe' and Patrick Cilione®

1F’rincipa! Research Fellow, Australian Council for
Educational Research

*Managing Director, StatSoft Pacific Pty Ltd,
Melbourne

introductory

In recent years, interest in the techniques of Data
Mining and Neural Network Analysis for analysing
large and complex data sets has grown
phenomenally, The use of these techniques in
business, finance, management and marketing are
becoming common. Similarly, as the analytic
methodologies underlying these techniques have
become more sophisticated, together with similar
advances in the supporting software (see StatSoft,
1999), Data Mining and Neural Network Analysis
techniques are being applied successfully in areas
as diverse as engineering, geology, physics and
medicine, and their utility for investigations in the
social sciences is beginning to be realised.

The purpose of the present article is to briefly
outline the key features of Data Mining and Neural
Network Analysis. A five-day introductory course in
the use of these techniques is being offered as part
of the 17" ACSPRI Summer Program in Social
Research Methods and Research Technology, at
The Australian National University in January-
February 2001. For specific details, refer to the
ACSPRI Web site: hitp:/ssda.anu.edu.au/acspri/
courses/summer/

Data Mining

Data Mining is an analytic process designed tfo
explore large amounts of data in search for
consistent patterns and/or systematic relationships
between variables, and then to validate the findings
by applying the detected patterns to new subsets of
data. The process consists of four basic stages: (1)
data preparation, (2) exploration, (3) mode!l building
(or pattern definition), and (4) validation/verification.
Ideally, if the nature of available data allows, it is
typically repeated iteratively until a “robust” model is
identified. However, in some situations (eg.,
business) the options to validate the model at the
stage of analysis are typically limited and, thus, the
initial results often have the status of heuristics that
could influence decision processes.

The concept of Data Mining is becoming
increasingly popular as an information management
tool where it is expected to reveal knowledge
structures that can guide decisions in conditions of
limited certainty. Recenlly, there has been

increased interest in developing new analytic
techniques specifically designed to address the
issues relevant to business Data Mining (e.q.,
Classification Trees, Neural Networks), but Data
Mining is still based on the conceptual principles of
traditional Exploratory Data Analysis and modelling
and it shares with them both general approaches
and specific techniques.

However, an important general difference in the
focus and purpose between Data Mining and the
traditional Exploratory Data Analysis is that Data
Mining is more oriented towards applications than
the basic nature of the underlying phenomena. In
other words, Data Mining is relatively less
concerned with identifying the specific relations
between the involved variables. For example,
uncovering the nature of the underlying functions or
the specific types of interactive, multivariate
dependencies between variables are not the main
goal of Data Mining. Instead, the focus is on
producing a solution that can generate useful
predictions. Thus, Data Mining accepts among
others a ‘black box’ approach to data exploration or
knowledge discovery and uses not only the
traditional Exploratory Data Analysis (EDA)
techniques, but also such techniques as Neural
Networks, which can generate valid predictions but
are not capabie of identifying the specific nature of
the interrelations between the variables on which
the predictions are based.

According to Pregibon (1996), Data Mining is often
considered to be: “..a blend of statistics, Al
[artificial intelligence], and data base research”
(p. 8), which until recently was not commonly
recognized as a field of interest for statisticians, and
was even considered by some “a dirty word in
Statistics” (Pregibon, 1996, p. 8). Due to its applied
importance, however, the field emerges as a rapidly
growing and major area where important theoretical
and statistical advances are being made (see, for
example, the annual International Conferences on
Knowledge Discovery and Data Mining, co-hosted
in 1997 by the American Statistical Association).

Representative selections of articles on Data
Mining can be found in Proceedings from the
American Association of Artificial Intelligence
Workshops on Knowledge Discovery in Databases
published by AAAlI Press (e.g., Fayyad &
Uthurusamy, 1994; Piatetsky-Shapiro, 1993).

Neural Networks and Neural Network Analysis

Neural networks are quantitative models linking
inputs and outputs adaptively in a learning process
~ analogous to that used by the human brain (see
Abdi, 1999; Bishop, 1995; Haykin, 1998; Looney,
1997, StatSoft, 1999). The networks consist of
elementary units, labelled neurons, joined by a set
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of rules and weights. The units code characteristics
that appear in Jayers, the first being the input fayer,
and the last being the oulput layer. The data under
analysis are processed iteratively through different
layers, with learning taking place through alteration
of the weights connecting the units. At the final
iteration, the association between the input and
output patterns is established. .

Neural network analysis does not differ essentially
from standard statistical analysis. For example,
Abdi et al. (1999, p. 1) note:

...one can find neural network architectures akin to
discriminant analysis, principal component analysis,
logistic regression and other techniques. In fact,
the same mathematical tools can be used to
analyse standard statistical models and neural
networks. Neural networks are used as statistical
tools in a variety of fields, including psychology,
statistics, engineering, economeilrics, and even
physics. They are used also as models of cognitive
processes by neuro- and cognitive scientists.

Neural networks have seen an explosion of interest
over the last few years, and are being successfully
applied across an extraordinary range of problem
domains, in areas as diverse as finance, medicine,
engineering, geology, physics and the social
sciences. Indeed, anywhere that there are
problems of prediction, classification or control,
neural networks are being introduced. This
sweeping success can be attributed to a few key
factors:

Power. Neural networks are very sophisticated
statistical modelling techniques, capable of
modelling extremely complex functions. in
particular, neural networks are non-linear. For
many years linear modelling has been the
commonly used technique in most modelling
domains, since linear models had well-known
optimisation strategies. Where the linear
approximation was not valid (which was frequently
the case) the models suffered accordingly. Neural
networks also keep in check the curse of
dimensionality problem which bedevils attempts to
model non-linear functions with large numbers .of
variables.

Ease of use. Neural networks /learn by example.
The neural network user gathers representative
data, and then invokes fraining algorithms to
automatically learn the structure of the data.
Although the user does need to have some
heuristic knowledge of how to select and prepare
data, how to select an appropriate neural network,
and how to interpret the resulis, the level of user
knowledge needed to successfully apply neural
networks is much lower than would be the case

using (for example) more traditional statistical
methods.

Neural networks are also intuitively appealing,
based as they are on a crude low-level model of
biological neural systems. The important question
is: how do you apply a neural network to solve @
problem?

The type of problem amenable to solution by a
neural network is defined by the way they work, and
the way they are frained. Neural networks work by
feeding in some input variables, and producing
some oufput variables. They can therefore be used
where you have some known information, and
would like to infer sume unknown information.

Ancther important requirement for the use of a
neural network is that an investigator knows (or at
least strongly suspects) that there is a relationship
between the proposed known inputs and unknown
oufputs. This relationship may be noisy (one wouild
certainly not expect that the factors given in a stock
market prediction, for example, could give an exact
prediction; as prices are clearly influenced by other
factors not represented in the input set, and there
may be an element of pure randomness) but it must
exist.

in general, if you were to use a neural network you
would typically not know the exact nature of the
relationship between inputs and outputs. If the
relationship was known, it could be modelled
directly. Anocther key feature of neural networks is
that they learn the input/output relationship through
training. There are two types of training used in
neural networks, with different types of network
using different types of training. These are
supervised and unsupsrivised training, of which
supervised is the most common.

in supervised learning, the network user assembles
a set of fraining data. The training data contains
examples of inputs together with the corresponding
oulputs, and the network learns to infer the
relationship between the two. Training data are
usually taken from historical records.

The neural network is then trained using one of the
supervised learning algorithms (of which the best
known example is back propagation, devised by
Rumelhart et al., 1986), which uses the data to
adjust the network's weights and thresholds to
minimize the error in its predictions on the training
set. If the network is properly trained, it has then
learned to model the (unknown) function which
relates the input variables to the output variables,
and can subsequently be used to make predictions
where the output is nof known.

Neural networks can then be used in virtually any
situation where the objective is to determine an
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unknown variable or attribute from known
observations or registered measurements (i.e.,
various forms of regression, classification, and time
series), where there is a sufficient amount of
historical data, and where there actually exists a
tractable underlying relationship or a set of
relationships (networks are relatively noise
tolerant). In addition, neural networks can be used
for exploratory analysis by looking for data
clustering (i.e., Kohonen networks).

The following list includes a selection of
representative examples that by no means exhaust
all areas where neural networks can and have been
used successfully:

Language analysis (e.g., using unsupervised
techniques to identify key phrases, words, etc. in
native languages)

Optical Character Recognition, including
Signature Recognition (e.g., a company has
developed a device which identifies signatures,
using not just appearance but also pen-velocity
while signing, which makes it more difficult to
perpetrate fraud)

Image Processing (e.g., a system was developed
which scanned images of London subway stations,
and could tell if the station was Full, Empty, Haif-
Full etc., and was invariant across light conditions
and presence/absence of trains)

Financial Time Series Prediction (e.g., LBS
Capital Management claims to have significantly
improved trading performance using Multilayer
Perceptrons to predict stock prices)

Speech synthesis from text (e.g., the famous
early experiment was Netfalk, which learned to
produce phonemes from written text)

Credit Worthiness (a classic problem - decide
whether someone is a good credit risk, based on
questionnaire information)

Bulk mail targeting (i.e., identify customers who
are more likely to respond positively to a mail-out,
based on database information)

Detection and evaluation of medical
phenomena (e.g., detection of epileptic attacks,
estimation of prostate tumor size)

Condition monitoring of machinery (e.g,
detecting when something has gone wrong with a
machine based on vibration or acoustic signatures,
so that preventative maintenance can be
scheduled)

Chaotic Time Series Prediction (a number of
researchers have demonstrated good prediction
capability on chaotic time series data)

Process control (e.g., monitoring industrial
process machinery and continuously adjusting
control parameters)

Engine management systems (estimating fuel
consumption from sensor measurements and
adjusting - a form of process control)

Stock market prediction (You know last week’s
stock prices and today's FTSE index; you want to
know tomorrow's stock prices)

Credit assignment (You want to know whether an
applicant for a loan is a good or bad credit risk. You
know their income, previous credit history, etc.
because you ask them these things)

Control (You want to know whether a robot should
turn left, turn right or move forwards in order to
reach a target; you know the scene which the
robot's camera is currently observing).

Suffice to say, Data Mining and Neural Network
Analysis are powerful data-analytic tools that are
growing in popularity in terms of their investigative
utility for many fields of inquiry. An understanding
of this utility is vital for any investigator wishing to
keep abreast of current and emerging techniques
and applications that assist in analyzing complex
data sets.
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